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Abstract. In this short note we summarize our results on the study of
selfish user behavior in modern networks and the compact representation
of such networks in systems’ level. In the first part of the dissertation
we use principles of Game Theory to build frameworks for the theoret-
ical study of problems arising in routing networks and the worldwide
web due to the selfish nature of their users, while in the second one we
move to the important technical issue of representing such networks so
that they can fit in the computer’s main memory but also boost the
efficiency of critical applications that run over these networks. The re-
sults include the introduction and study of the class of congestion games
with time-dependent strategies, the analysis of game-theoretic aspects of
link placement in the worldwide web and the design and evaluation of
a network compression algorithm that outperforms the state-of-the-art
method by achieving a better compression ratio and retrieval time of the
network’s elements.

1 Introduction

During the last fifteen years, the explosive growth of the internet and its use
in everyday life has given rise to various types of networks created by human
activity, without any central design or control. The most well known example is
the worldwide web (WWW), which became an object of study when it started
being used by a huge number of users and thus attracted a lot of information-
oriented and economic activity. More recently a number of other networks avail-
able through internet have been developed, that also offer abstractions of the
social context of the users, referred to as social networks. The development of the
internet has also motivated the study of routing networks, as there are usually
various alternates for the communication between two network entities.

The popularity of such networks has clearly affected the incentives of their
users. For instance, web page authors are interested in establishing hyperlinks
that increase not only the quality but also the popularity of their pages. How-
ever, attracting users is not desirable in all types of networks. For example, in
routing networks it is usually in users’ interest to avoid crowded communication
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channels. Apparently, since we need to be able to understand the mechanisms
behind the creation of such networks, network analysis has become an intriguing
object of study.

Apart from the user point of view consequences of the networks’ popularity,
there are also consequences from the system point of view. Perhaps the most
basic such issue is that the network representations cannot fit in a computer’s
main memory, leading to two drawbacks: a restriction on the network size that
can be handled, or poor performance of the critical applications that run over
such network infrastructures, implied by the usage of secondary memory. Neither
of them is acceptable, so we need compressed representations that allow fast
access to the network’s elements.

The main questions that motivated our research are the following:

– What is the optimal timing for a user to enter a routing network?
– What is the optimal linking strategy in the worldwide web?
– How can we efficiently represent the WWW, social or routing networks?

This dissertation has been conducted along the two directions sketched above.
The first one is the study of selfish behavior in various networks of special in-
terest in our days, in particular routing networks and information networks. In
both types the users are trying to maximize their own payoff from the network;
the different incentives, however, make the individual study of each network
type necessary. In the case of routing networks, which we study theoretically
using congestion games, we introduce and study the class of congestion games
with time-dependent strategies. We model the routing networks using congestion
games, because it is considered the most appropriate approach for the theoreti-
cal study of congestion networks. In a more practical level, we model and study
the worldwide web, which is the largest information network in our days, from a
game-theoretic point of view that captures naturally the users’ incentives. The
second direction has to do with an important technical issue, the representation
of these network structures and more specifically with their compact-yet-efficient
representation, that can boost the performance of critical applications that run
on such networks. We study the common properties of the networks of interest
and exploit them to design an efficient lossless compression method.

The contribution of the thesis [35] is threefold, and we outline it in the
following sections. We model the selfish behavior of the users of such systems
using the Game Theory framework. Regarding the class of congestion games with
time-dependent strategies, we describe its structural properties and compute its
Nash equilibria and prices of anarchy and stability. A brief illustration of these
results can be found in section 2.1. Then, in section 2.2, we give an idea of
our analysis of the game-theoretic aspects of the worldwide web, considering a
link placement game among the web authors and computing their exact and
approximate best responses. Both these objects are frameworks for studying
classes of problems. Finally we focus on the representation of networks created
by human activity, with routing networks, social networks and the worldwide web
being the most popular examples. We propose a network representation method



that outperforms the state-of-the-art method in terms of compressed size and
access time to the elements of the network. Section 3 outlines our approach, its
analysis and experimental evaluation.

Most of these results have appeared in [24,25,26]. What follows is a brief
presentation of the research topics and results of the thesis, avoiding technical
details.

2 Selfish Behavior in Routing and Information Networks

We first consider routing (or traffic) networks and study the effect of the par-
ticipation timing in such systems (Section 2.1). We then consider information
networks, focus on WWW and highlight its game-theoretic aspects (Section 2.2).

2.1 Congestion games with time-dependent strategies

In the last dozen years, the concepts of the price of anarchy (PoA) and stability
(PoS) have been successfully applied to many classes of games, most notably to
congestion games and its relatives [23,40,30]. In congestion games, the players
compete for a set of resources, such as facilities or links; the cost of each player
depends on the number of players using the same resources; the assumption is
that each resource can be shared among the players, but with a cost. Another
interesting class of games are the contention games [16] in which the players
again compete for resources, but the resources cannot be shared. If more than
one players attempt to share a resource at the same time, the resource becomes
unavailable and the players have to try again later. There are however interesting
games that lie between the two extreme cases of the congestion and contention
games. For example, the game that users play for dealing with congestion on a
network seems to lie in between—the TCP congestion control policy is a strategy
of this game. Timing is part of the strategy of the players (as in contention
games) and the latency of a path depends on how many players use its edges (as
in congestion games).

In our work, we attempted to abstract away the essential features of these
games, to model them, and to study their properties, their Nash equilibria, and
their price of anarchy and stability. The games that we consider are essentially
congestion games with the addition of time dimension. The difference with con-
gestion games is that players now don’t simply select which path to use, but they
also decide when to enter the system, and hence the delay they suffer depends
on the number of users that use the same path edges at the same time as they
do.

Related work. Contention resolution in communication networks is a problem
that has attracted the interest of diverse communities of Computer Science, due
to the fact that contention is inherent in many critical network applications.
One of them is the design of multiple access protocols for communication net-
works, such as Slotted Aloha. In such protocols, the increase of users of the



network incurs a large number of collisions and subsequently poor utilization of
the system’s resources.

During the last four decades many more refined multiple access protocols
have been proposed to increase the efficiency of Aloha, the vast majority of
which assume that the agents follow the protocol, even if they might prefer not
doing so. Recently, slotted Aloha has been studied from a game-theoretic point
of view, trying to capture the selfish nature of its users [2,3,27,16,15].

Routing in networks by selfish agents is another area that has been exten-
sively studied based on the notion of the price of anarchy (PoA) [23] and the
price of stability (PoS) [4]. The PoA and the PoS compare the social cost of
the worst-case and best-case equilibrium to the social optimum. Selfish routing
is naturally modeled as a congestion game. The class of congestion or potential
games [38,29] consists of the games where the cost of each player depends on the
resources he uses and the number of players using each resource.

All these models share with our work the interest in game-theoretic issues
of timing in routing, but they differ in an essential ingredient: in our games,
timing is the most important part of the players strategy, while in the previous
work, time delays exist because of the interaction of the players; in particular,
in all these models the strategy of the players is to select only a path, while in
our games the strategy is essentially the timing.

Our contribution. We introduce and study the class of congestion games with
time-dependent strategies. Consider a link or facility e of a congestion game with
latency function `e. In the congestion game the latency that a player experiences
on the link is `e(k), where k is the number of players that use the link. In our
model however, since the players may also decide when to start, we have to
redefine the latency.

We propose the following latency models for the links:

The boat model, in which only the group of players that start together affect
the latency of the group. Imagine that one boat departs from the source of
the link at every time step; all players that decide to start at time t enter the
boat which takes them to their destination; the speed of the boat depends
only on the number of players in the boat and it is independent of the players
on the other boats.

The conveyor belt model, in which the latency of a player depends on the
number of other players using the link at the same time, regardless if they
started earlier or later. Specifically, the link resembles a conveyor belt from
the source to the destination; the speed of the belt at every time depends
on the number of people on it.

We consider only symmetric strategies based on the assumption that these
games are played by many players with no coordination among them. Moreover
we assume non-adaptive strategies, in which the players decide on their strategy
before the game starts. A pure strategy of a player consists of a path and a
starting time.



We first study the structural properties of the boat and conveyor belt games.
We prove that the boat games are congestion games; in contrast, we give exam-
ples which show that conveyor belt models are not in general congestion games
with the exception of the case of two players. In fact, even simple games with 3
players may not even possess pure Nash equilibria.

We characterize the symmetric Nash equilibria of the boat model game for
parallel links of affine latency functions, i.e., `e(k) = ae k + be, and any number
of players. We show that there is a unique symmetric mixed Nash equilibrium
for these games. At the Nash equilibrium the probability that a player starts at
time t drops linearly on t.

We also compute the optimal symmetric solution. Interestingly, in both the
boat and conveyor belt model, the optimal symmetric strategy has exactly the
same form with the Nash equilibria but it is less aggressive. That is, in the
optimal symmetric strategy the probabilities drop also linearly in time but they
are spread out to more strategies. In particular, the optimal strategy is a Nash
equilibrium of a game with higher latency functions (by almost a factor of 2). A
similar bicriteria relation between the Nash equilibria and the optimal solution
has been observed in simple congestion games before [40].

From the characterization of the Nash equilibria and the optimal strategy,
we get that the price of anarchy and stability is very low 3

√
2/4 ≈ 1.06. This is

the price of anarchy (and stability) when we fix the latencies and let the number
of players tend to infinity; when the latency function is tailored to the number
of players n, the price of anarchy can be as high as 8n/(7n+ 1).

We also study the class of conveyor belt games. These are more complicated
games and here we consider only two players and arbitrary latency functions;
for two players the class of affine and the class of arbitrary latency functions
are identical. We again characterize the Nash equilibria, the optimal solution,
and we compute the PoA and the PoS. Specifically, we show that there exists
a unique symmetric Nash equilibrium for the conveyor belt model in which the
players assign non-zero probabilities to multiples of `e(1) and these probabilities
drop linearly. The explanation of the nature of these equilibria is the following:
a player attempts with some probability to start at time t = 0; the probability
has to balance the risk of the other player starting also at time t = 0 and the
delay incurred by waiting. The interesting property of the Nash equilibrium is
that the player waits enough time steps in order to avoid interference with the
other player, given that he had started at time t = 0. After exactly `e(1) steps,
with some probability, the player attempts again and the process is repeated.

The price of anarchy and stability is (for large latencies) again approximately
3
√

2/4 ≈ 1.06. This is the price of anarchy we computed for the boat model, but
the relation is not as straightforward as it may appear: in the boat model we
take the limit as the number of players tends to infinity, while in the conveyor
model, we take the limit as the latencies tend to infinity. In fact, the latter is
the same limit as keeping the latencies steady and letting the time step to tend
to 0 (thus approximating a continuous-time protocol).



To our knowledge, these games differ significantly from the classes of con-
gestion games that have been studied before. Also, the techniques developed for
bounding the PoA and the PoS for congestion games do not seem to be applica-
ble in our setting. In particular, the smoothness analysis arguments [13,39,14] do
not seem to apply because we consider symmetric equilibria. In fact, the focus
and difficulty of our analysis is to characterize the Nash equilibria and not to
bound the PoA (or PoS).

The results of this work are detailed in chapter 3 of the thesis [35] and have
been published in [24]. In the context of our ongoing research on this problem,
we have extended our results to more general network models.

2.2 Game-theoretic aspects of the Worldwide Web

The worldwide web has been the focus of an enormous amount of research in the
last fifteen years and several models have been proposed for it. These models aim
at our understanding of the properties and evolution of the web, and assist us
in designing more efficient web algorithms and applications, for example search
engines. Recently, the exploitation of web’s link structure by the search engines
as well as the emergence of advertising links have given new incentives to link
placement: strategic web page owners now explicitly attempt to boost their rep-
utation and monetary revenue by careful selection of links, and Search Engine
Optimization (SEO) has grown into a billion-dollar industry. Therefore Game
Theory seems to provide the appropriate framework for studying the evolution
of the web. Moreover, the impact of advertising links on the link structure of the
web, and consequently on the relative importance of web pages, is unknown.

In our work we introduce a game-theoretic model for the worldwide web
that captures the selfish nature of web page authors. In our model the page
authors decide which advertising links to buy in order to maximize their revenue,
which depends on the traffic their page attracts. We use Google PageRank as a
measure of traffic. Based on this model, we study the game-theoretic aspects of
the worldwide web.

Related work. The first attempts to model the web graph coincide temporally
with the development of successful web search algorithms which were based,
partially, on the link structure of the web, with PageRank [34] and HITS [21]
being the most well-known examples.

Since then many models have been proposed for the web graph, which try to
predict its structural properties. Classifying the models according to the deemed
linking incentive, we get the following classes: random graph models, in which
new nodes link to existing ones with high degree or PageRank; economic models,
in which the nodes endorse existing ones that are regarded as good web search
results; and game theoretic models, in which nodes explicitly try to maximize
their own PageRank and/or revenue.

The decisions on the link structure of each web page are made locally, with
each page owner trying to maximize the value and importance of her own page.



Therefore game theory appears as the proper framework for modeling the link
establishment process, and we can think of the web as the equilibrium of some
network creation game among its users. During the last eight years, several
aspects of linking in the web have been studied from a game theoretic point of
view. The inner structure of a web site with strategic owner is studied in [18]. All
other game theoretic models for the web concern the establishment of external
links; either reference only [17,11] or reference and advertising [20,22].

Our contribution. We introduce and study a model for the web graph, in which
selfish page owners aim at maximizing their PageRank and revenue by pur-
chasing the appropriate incoming links to their page. We assume two different
approaches for link pricing: fixed-prices and prices-per-click.

Our model is a game played among the web page owners, in which each one
aims at purchasing the set of new incoming links to her page that maximizes the
revenue from the page, i.e., the page’s PageRank minus the prices of these links.
We call this game the web game. We show that the web game is not a potential
game for three or more players. The problem of finding the best response for each
player given the strategies of the rest players is formulated as follows: Given a
directed graph G = (V,E), a node u ∈ V and the price pi of the links emanating
from node i for all i ∈ V , compute the set of new backlinks of u that maximize
πu−

∑
j:j→u pj , where π is the PageRank vector. We show that the best response

computation is NP -hard, since the LINK BUILDING problem, which is known
to be NP -hard (in fact it has no FPTAS unless P = NP ) [31], reduces to it. It
follows that verifying a Nash equilibrium is NP -hard as well, since we have to
verify that each player plays her best response given the strategies of the rest
players, so we are interested in approximate best responses. In [33,32] the authors
propose a constant factor approximation algorithm for the link building problem.
We employ it to compute an approximate best response for the prices-per-click
model in our web game.

The results of this work are presented in detail in chapter 4 of the thesis [35].

3 Compact Representation of Routing and Information
Networks

Real-world systems and phenomena that involve interactions among various en-
tities are being modeled using graphs for decades now. The recent explosive
growth of large-scale systems that are traditionally modeled as graphs, the
worldwide web and social networks being typical examples, has intensified the
need for compact-yet-efficient representations of graphs. In particular, we need
compressed graph representations that allow mining without decompressing the
whole graph. In this way, algorithms and applications with tasks that correspond
to graph mining problems, can take advantage of such representations to boost
their performance, as they can run in main memory over much larger graphs
using their compressed representations instead of the plain ones. For example,
serving adjacency queries or maintaining and querying low-cost snapshots for



archival purposes are common operations in such critical applications, and can
benefit from the use of in-memory representations of graphs.

The graphs we are interested in representing share some common features.
First, they represent huge networks extending to millions of nodes, but the de-
grees (in/out-degrees) of the latter are power law distributed [12,9], rendering
the graphs to be rather sparse. Moreover, the graphs exhibit the locality of refer-
ence property: nodes tend to have successors that are ‘close’ to them in a sense
that depends on the context and the nature of the network. For instance, web
pages often contain links to pages of the same web site or domain, and people in
social networks are often friends with individuals from the same neighborhood.
Furthermore, these graphs exhibit the copy property (or similarity property),
which denotes that nodes occurring close to each other tend to have many com-
mon successors.

These properties induce various types of redundancy in the graphs’ represen-
tations, and are taken into account when designing compression methods. The
state-of-the-art approach to the compact representation of graphs is the method
of Boldi and Vigna [5], further improved using a reordering of the graph [6] be-
fore compressing it. The reorderings can favor any compression algorithm that
takes the aforementioned properties into account.

The web and social graphs may share the above properties, but feature a
substantial difference in the way they are represented: while it is easy to order
the nodes of a web graph in a meaningful way which favors its compression
(i.e., lexicographically by URL), there is no such obvious ordering for general
networks, including social ones. This makes social and general networks less
amenable to compression than web graphs and their compression is a challenging
issue.

Related work. The need for compact representations of graphs emerged with the
explosion of the size of the worldwide web, so the first such attempts focused on
compressing web graphs. In the last dozen years graph compression has turned
into a very active research area and many algorithms have been proposed, some
of them designed for more general graphs like the social network ones. Most
algorithms in this direction try to offer a good space/time trade-off.

The graph compression algorithms that have been proposed so far can be
classified in the following three main categories: (i) algorithms for compressing
web graphs, (ii) algorithms for compressing (also) more general graphs (mostly
social network graphs), and (iii) algorithms that include or employ reordering
of the graph in order to favor higher degree of compression. It is also very often
the case that specific web graph compression algorithms were later enriched with
new techniques in order to be able to compress social graphs as well.

In [37] the authors take into account the locality of reference and the copy
properties for the case of the web and initiate research on web graph com-
pression by maintaining compressed forms of the graph’s adjacency lists. The
highest compression ratios are achieved by the method of Boldi and Vigna [5],
combined with a reordering using label propagation [6]. The WebGraph com-



pression method introduced in [5] is indeed the most successful member of a
family of approaches [36,9,1,42] for compressing web graphs based on the statis-
tical properties described in the introduction. In another line of work, Brisaboa
et al. [8] propose a compact representation of the adjacency matrix that rep-
resents the graph. The approach we propose is to some extent similar to [8],
in the sense that we represent parts of the adjacency matrix of a given graph.
The main difference with our approach is that we represent only some dense
parts of the graph, those that are close to the main diagonal. In [12] Chierichetti
et al. view the problem of graph compression from a theoretical point of view
and study the extent to which a large social network can be compressed. Their
proposed method, however, is a compression scheme rather than a compressed
data structure, as noted in [6], i.e., it aims solely at minimizing the size of the
compressed graph (bits/edge) instead of providing fast access to each edge.

The locality of reference property of a graph reflects on its adjacency matrix
in the following way: using a proper ordering of the nodes’ labels, i.e., an ordering
in which labels of densely connected nodes are close to each other, many edges fall
close to the main diagonal of the adjacency matrix. Such orderings are preferred
in practice, but finding the ordering that minimizes the distance of the edges
from the main diagonal is NP -hard [41]. In [7] Boldi et al. test some known
orderings of the nodes and propose some new ones, and study their effect on the
compression of web and social graphs.

Some methods that claim to yield lower bits/edge ratios [12,10,28] do not ad-
dress the issue of retrieving the edges fast. In [19] the authors introduce Slash-
Burn, an ordering method that offers the best bits/edge ratio according to the
information theoretic lower bound, among other competing methods.

Our contribution. We concentrate on the compression of web, social network
and other similar graphs by exploiting the locality of reference property. After
observing that all real graphs of the above types we tested, as well as most graphs
created by human activity, demonstrate the locality property, i.e., they can be
represented by adjacency matrices with high concentration of edges around the
main diagonal of the matrix, we exploited this fact to improve their compression.

Since the highest compression ratios are achieved by the state-of-the-art al-
gorithm of [5] (denoted as BV) after applying the Layered Label Propagation
(LLP) algorithm [6] on the input graphs, we decided to build on it, achieving the
following:

– we improved BV by exploiting the locality property in a different way than
in [5] and, thus, went beyond the state-of-the-art in graph compression

– we evaluated experimentally our method using real datasets and clearly veri-
fied that it achieves a better compression ratio than BV, while allowing faster
retrieval of the elements of the graph than BV.

We assume that we apply our algorithm on a reordered version of the input
graph, using for example the reordering algorithm of [6].



In our proposed method [25] we isolate the dense part of the graph’s adja-
cency matrix, which lies around its main diagonal (referred to as the diagonal
stripe), and use a bit vector to represent it, while we resort to BV to compress
the remaining edges. Every possible pair of nodes lying in the diagonal stripe is
mapped through a simple function to the bit vector. Thus, the existence of an
edge there can be verified in constant time. A large percentage of these pairs
represent edges absent from the graph; however, including them in our repre-
sentation allows us to be aware of the position of every pair and not resort to
using an index as in [8], which would not only introduce a similar space over-
head, but would dramatically increase the retrieval time as well. By using BV
to compress the rest, sparse part, of the graph, we manage to provide a full
graph compression framework and perform comparisons over the whole graph,
not only the diagonal stripe. The computational complexity of this approach
is approximately equal to the complexity of BV alone, as mapping the diagonal
stripe to a bit vector is linear in the number of diagonal edges. Furthermore, this
mapping can only decrease the query time on the compressed graph’s elements
when compared with the query time of BV alone. We tested our approach on a
dataset of six real social network graphs. Our method outperformed BV for the
whole dataset, showing that the effect of our observation is powerful on social
network graphs.

In order to make our method efficient for a wider class of graphs, including
web graphs and routing networks, we refined it further [26]. Using data com-
pression techniques that exploit the redundancy of the diagonal stripe, allows
us to reduce the size of the stripe significantly. Shannon’s source coding the-
orem states that it is impossible to compress with an average number of bits
per symbol less than the entropy of the source. We present a proposition that
imposes an upper bound to that limit, and provides us with an estimation of the
space requirements of our method for the dense part of the graph. Comparing
this estimation for various widths of the diagonal stripe of a graph, to the com-
pression ratio of the state-of-the-art method, we may assess the overall room for
improvement and the optimal width of the stripe. However, the estimation on
the latter is far from accurate due to the delicate balance between easing the
task of compressing the rest of the graph by including as many edges as possible
in the diagonal stripe, on one hand, and minimizing its ratio, on the other. We
still wish to retain the ability to access the elements of the stripe in constant
time after compressing them. Therefore, we encode them using a form of lossy,
but fixed-length encoding to preserve the direct access of the edges. The edges
that are excluded during this step are added to the ones existing outside the
diagonal stripe. These edges will be then compressed using BV, thus, our overall
method is lossless. The dataset that we used to apply and test our compression
technique, comprises nine well-studied web, road network, citation, and social
network graphs. Our method still outperforms BV, with impressive results for
road networks (>20% decrease in compressed size), a large impact on social
network graphs (approximately 16.6% decrease) and improvements even on web
graphs. There are significant improvements in access times as well.



The results of this work are presented in chapter 5 of the thesis [35] and
have been published in [25,26]. The developed software is open-source, publicly
available at: https://bitbucket.org/network-analysis/bvplus
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with partial information. Comput. Netw., 45:701–713, August 2004.

3. Eitan Altman, Dhiman Barman, Rachid El Azouzi, and Tania Jiménez. A game
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